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We construct (for 1 <I' < 2) an operator from I,. into L r which has no nearest
compact operator. We also give a sufficient condition for an operator from 1'1' into
L" (2 < P < ,x.:) to have a hest compact approximant. I 1\)X7 Academic Pn.:ss, Inc

I. I l'<TRODU( 'TIO:'-J

A pair of Banach spaces, (X, Y), is said to have the he,lf compacl
approximation propcrtv (b.c.a.p.) if. for every bounded linear operator
T: X ---> Y, there exists a compact operator K: .to ---> Y satisfying 11 T .- K II ~
II T - K II for all compact K. We say X has the b.c.a.p. if (X, X) does. It is
known that /" has the b.c.a.p. for 1~p < 7~ (see [ABJS: MW]) while /, '
L t , L, and C[O, 1] fail to have it [F]. Recently. with an elegant
argument, Benyamini and Lin [BL] showed that, for I < fJ < J., fJ *2, L I •

fails the b.c.a.p. In this paper we extend their result by showing (II" L I ,) fails
the b.c.a.p. for 1 < p < 2 (Theorem 4). We use their key lemma (Lemma 3)
but the technical details in our case are much more difficult.

In the last section of this paper (Theorem 16) we give a sufficient con­
dition for an operator T: L" ---> L" (2 <fJ < x) to have a hesl compacf
approximafll (b.c.a.). The condition is that T map uniformly bounded
weakly null sequences in L p into norm null sequences. A corollary of this is
the known result that (l,p L I') has the b.c.a.p. if 2 < fJ <x .

To end this introduction we state without proof two elementary
propositions.

PROPOSITION I. Let X and Y he reflexive. Then (X, Y) has the h.c.ap. ifI
( Y*, X*) has fhe h.c.a.p.
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PROPOSITION 2. Let P he a norm one projection from the Banach space Z
onto X. Let T he an operator from X into a Banach space Y. Then T has a
hest approximant in K(X, Y) if TP has a hest approximant in K(Z, Y).

We use standard Banach space notation and terminology as may be
found in the book of Lindenstrauss and Tzafriri [LT] and standard
probabilistic material as may be found in the book of Chung [Cl
L r = Lr ( [0, I], m), where m is Lebesgue measure.

We wish to thank Y. Benyamini for many useful discussions regarding
this paper.

2. (If" Lr ) FAILS THE b.c.a.p. (I < P < 2)

We say a pair of Banach spaces, (X, Y), satisfies the Benyamini-Lin
criterion (B.L.C) if there exists ¢:(O,cx:::)--->(O,cx:::) with lim,~()¢(B)=O

such that for all T E 28( X, Y) with

I =d(T, .%·(X, Y))~ II Til < I +c:

and any <»0, there exists KEX'(X, Y) with II T-KII < I +6 and IIKII <
¢( I;). Here :.i8( X, Y) denotes all bounded linear operators from X into Yand
,%"(X, Y) is the subspace of compact operators.

LEMMA 3. [BL]. Let X and Y he either Lr or II" Then (X, Y) has the
BLe. iff (X, Y) has the h.c.a.p.

THEOREM 4. Let I < P < 2. Then (lr" Lr,) fails the BLe. and hence fails
the h.c.ap.

From Proposition I we obtain

COROLLARY 5. (L 1" II') fails the h.c.ap. for 2 < p < cx:::.

We shall need a series of lemmas before we can prove Theorem 4.

LEMMA 6. Let I < P < 2. Then there exists y, a 2-valued mean zero ran­
dom variahle on [0, 1] with II y III' = I and II y - III ~): 2 + 6 for some 6> O.

Prool Let

where r > 0, 0 < .I' < I and 14 denotes the indicator function of the set A.
Clearly fby=O. To have II Y11r= I we also require rr= [(1-.1')+
(I - sV .1'1 P] - 1 Let y + and y be the positive and negative parts of y,
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respectively. Assume II y + II I' = 1 - n I. This is accomplished for large n by
takings small. We shall show that if n is sufficiently large, II y - 1 II I' > 2.

Simple calculation shows .I' = [I + (n - 1)II' I J I == (1 + k) I, where
k=(n-l)I'1' I. Since for small .\ (or equivalently, large 11)

.I' + = 1'.1' I - I' > I on [1 -.I', 1J and II v I II = 1- n I,

II .I' t - II I, 1I 1I I' = (1 - n 1)( 1'.1' I - I' - 1)1' (1'.1' I - 1') I' ( 1)

Now

1'" = [1 - (1 + k ) I + [1 - (1+ k ) I 1" (1 + k )I' I J I

=[k(l+k) l+kl'(l+k) "(I+k)/ I] I

=(l+k)(k+kl') I

= ( 1+ k ) k I(1 + k I' I) I

=[I+(n-I)II' IJ[(n-1)11' InJ I

Thus we see

n I <r"<2n I. (2 )

From (2) we have 1'.1' I-r"?n 1/'(I+k)-2n II' Since (x-I)x I is
increasing for x > 0, we get

(1'.1' I - I' - 1 )( 1'.1' I - 1') I

"?[(I+k)n 1/'-2n 11'_1][n II'(I+k)-2n II'J I

= (kn I I' - nil' 1) n II'( 1 + k- 2) I

=(k-l-nll')(k-I) I=I-nl'l'(k-I) I

Thus by this and (1) we have since p < 2,

II .1'1 - III ,1111 I'"? (1- n 1)( 1 - n I I'(k - I) 1)/

"? (I - n 1)( I - n 1/'(k _ I) 1)2

"? (I - n 1)( 1- 2n l l'(k - I) I)

=1-n 1-2n l l'(k--l) 1+2 1/1' I(k-I) I (3)

Also by (2) and p> 1,

11.1' -Iro.1 ,)111'=(1-.1')(1'+1)1'
"? [I - (1 + k) I] [1 + n liT'

"?[I-(I+k) IJ[I+n II'J

= I + n Iii' - (1 + k) I - n lil'( 1 + k) I (4)
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Combining (3) and (4),

II v-IIII';?2+n lil'+2n l /1' l(k_l) I

- [n I + 2n II' (k - I) I + (I + k) I + n IiI' (I + k ) I]. (5)

For sufficiently large n, (1 + k) I and (k - I) I behave like n IiI' I. SO,

for large n, we can ignore some of the terms in the brackets of (5), namely,
(I + k) I and (I + k) I n IiI', since they are dominated by nip. Now
n'P(k-l) I behaves like nil' 11' I for large nand -1/p>l/p­
I/(p-I)=-I/p(p-I). Thus nip also dominates 2n1il'(k-l) I.
Therefore, for sufficiently large n, II y - 1 III' ;? 2 + b for dome b > 0. Of
course, b depends upon n and decreases to °as n ---> Xi. I

Our next lemma is due to Rosenthal [R J.

LEMMA 7. Let I <p < 2 and let (XI);'~ I be independent mean zero ran­
dom variables in LI'" Then

II f XII <:.J f "'I"~)I"
I 1 1(1-.....:::: ... \[ I

LEMMA 8. Let I < P < 2 and let y be as in Lemma 6. Let (xJ/~ I be
independent identically distributed random variables with X I = y. Then for all
j and scalars (a i)'

Proo( We first state (without proof) an elementary inequality.

SUBLEMMA.

For any real x, II +xll'::( 1+px+2Ixll',

and

ifx;?O, (I +x)"::( I +px+xl'.

(6 )

(7)

To prove Lemma 8, we may assume j = I since the x,'s are exchangeable.
Let XI =Y= -r14 +S!B' where A = [0,1-.1') and B= [1-s, I]. Then

Ilx l + IE aixf' = Irl" L[1- iE aJ IXil1'
+ Isll' LII + i~2 ais i IXII"·
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By (6), this is

'-S; Irl/' Jj (t-p ,Ie a,r IX,+21,I
e

a,r Ixf)
+ISII'L(I+p,Iea,s IX,+21,I

e
(J,s Ixf).

Since the x,'s are independent mean zero,

r x,=Jc
x,=O

",1 H

Thus, this is in turn

for i? 2.

j1

where the last inequality follows by Lemma 7. I

Let I <p<2 bc fixed and let ,%=%('p, L p )' Let (»O be as in Lemma 6
and let e5

i1
= (2n + 2) I (5. To prove Theorem 4 it suffices (by Lemma 3) to

construct Y. > 0, l: iI 10 and operators SiI: '// -> LI' satisfying:

and

1= d(SiI'%) '-S; II Silil < I + l: iI

if K E.;f with II KII < Y., then II Sil - KII ? t + bil ·

(8 )

(9)

We first construct a sequence of (norm one) operators Til: 'p -> L!," Then
we shall define compact operators K iI : 'I' -> L p and set Sil = Til + K". Fix
n E N and let (g,) be a sequence of random variables supported in
[0, (n - I )In] satisfying:

and

, 'I (' ') 1.2I aJiil = I af [(n-I)ln]1.11

/~ I P / I

(10)

for xELp[O, (n-I)ln], lim II g,-xll? [(n-I )/n]'/p. (II)
1_ Y.
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To do this, let (gi):~ I be a sequence of i.i.d. Gaussian random variables
on [0, I J with II gi II" = I. Thus II L ai gi II" = (L a;) 1/2. Define

_. {g;ttn/(n-I)), fortE[O,(n~I)/nJ
g(t) = . .

I 0, otherwise.

Then II g/ll,,=(n-I)/n and (10) holds. Also, since (gi) is a sequence of
symmetric i.i.d. random variables, for x E LIP

lim II gi-xll =Iim II gl+xli.
I I

Thus, lim/2 II gi II :( limit II gi + x II + II gi - x II) = 2limi II gi - x II· Therefore,
limi II g; - x II ~ limi II g; II = I. Equation (II) follows immediately.

Let (Xi) be the sequence of i.i.d. random variables of Lemma 8 (i.e.,
x I = .1', where .I' is as in Lemma 6). Let

for tE[(n-ll/n,IJ

otherwise.

/~ I

Thus ,x i is just Xi squished into [(n - I lin, I], and so 11.'1',11" = n I for all i.
Of course ,xi and gi depend upon n (fixed here) but rather than adopt a

cumbersome notation we suppress n in the notation.
Define Tn:/"~L,, by Tn(eJl=O and Tn(e;l=g/+,x i forj~2. Here (e;)

denotes the unit vector basis of I". Thus II Tn II ~ 1. We show below
(Lemma II) that for sufficiently large n, II Tn II = I and so (for large n)

I = lim II Tn(e,)11 :(d(Tn, .i"):( II Tn II = 1.
;

Define Kn:/"~L,, by Kn(n IPel)=-/rl n '.11 and Kn(e/)=O for j~2.

Note II Kn II = I and Kn is compact. Let Sn = Tn + K".
Our next object is to prove II Tn II = I for large n. First we need some

simple lemmas.

LEMMA 9. Let I <p<2 andL/~, la/I"= 1. Let L/ I laY~ 1--1;. Then
max; Iall" ~ I - g( 1:), where g( 1:) ~ 0 as "~ O.

Proof
:r:. -f

I - 1;:( I Ia/f = I Ia; I" Ia; 12
"

,~I ; 1

:r:.

:(max lay" I la;I",

= max I a/ 1
2

I'

I

Thusmaxila;I"~(I-I:)I'i2 "=I~g(c:), I

640SLJ·;
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LEMMA 10. For I < p < 2. lei

if 0<.\ <I.

i'

Then f is a houndedfunclion.

Proof: If o<x,,;; I. then (I-X)2,,+\2/1'«I-x)+x=1. Thus I is
continuous on (O,~]. By L'Hopital's rule. lim,joI(x) = I. I

Nolalion. Let I < p < 2 and let I( x) be as in Lemma 10. Let
M=sup{f(x): O<x,,;;~}. Let 0<1:0 < I be such that if 2.: la/I I'= 1 and
2.: Iaj 1

2;? I - Eo, then max, Ia
l
II';? 2 I (Lemma 9).

LEMMA II. Lei no = max{1 +7M. 2/'[1 (1-I:O)I,2l I;. Then if

n;?no• II Tn II = I.

Proof: Let n;? no be fixed. Let 2..:/ 2 1°11/' = I. We must show
II L;;, 2a,(g; + ·\'JII"";; I. By the exchangeability of L~, +\',)/ I' we may
suppose 1021 = max; 1o; I·

Thus, by our choice of Eo, IOel l '= I -1:;?2 I. so 0,,;; E,,;;2 1 If E=O.
then Ia21 = I and a, = 0 fori> 2 and the result is clear. If I: > 0, by ( 10) and
Lemma 8

'I I aH';+\'r)II"
I, '

= 1I,~2 argT' + ,Ie O,X',

";;(I-n 1)(I
2

a1Y"+n 1(lo211'+21',I,I,lo,lr,)

,,;; (I -n I) LI (l21 e+ ~a; I (l; 1
2

I' fIe a;'r2

+n 1(I-E+2"IIE)

,,;; (I - n I) [( I _ ;;)21' + I: (2 />1 I' I:] I'"

+ n I[I _ I: + 21' ( IE]

=(I-n 1)[(I--;;f/"+E"I'y2+ n 1[1-;;+21"1 /:].
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This last expression is :::; 1 provided

281

n?, [1-£+21'+1£- {(l_1:)2/p+1:2p }p/2]. [1- {(l_1:)2;p+1: 2/p}1'/2]-1

= 1 + (21' + 1- 1) [; [I - {(I - I: f/l' + [;2/1' }P/2] I.

By the definition of M, this is true provided n ~ 1+ 7M.

As in Case I, by Lemma 7,

IE akUL+,xif' = (I-n I) (~2 a;Y/2 +n IIliE a,xir

i ..,

.'. )I' [1 (1 .)1'/2] 1 Ismcc n ~ no?' ~ - - 1. 0 .

Our next lemma completes the verification of (8).

LE\1MA 12. II SII II :::; 1+ Ell' where ':11 --+ 0 as n --+x.

Proot: Let :L'-, la,I"= I. Then by (10) and Lemma 7,

( ' .)1 1 1' '1' - II'SilL ail', , = jL a/g/
I

,

,- I ' I~:' I

:::; L laill'+ [Iall +2n I/I']!'.

Let R II = [I a l 1+ 2n 1/1']1'.

Case I. Ia l I :::; 2n III'.

Then R
II

:::; [4n liP]!' = 41'n I

Case 2. I a 1 I > 2n II'
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Then, by (7),

BANG AND ODELL

R" = Ia I I" [I + 2n If' Ia, I ' Ji'

.:s:: lall" [I +2pn II' la, I '+2"n 1 la,1 "J

=la l l"+2pn 1"la,I" '+2"n '

.:s:: la l l"+2pn 1"+2"n 1

Thus II S" II ---> I as n ---> :JJ. I
It remains only to verify (9). We first need two elementary lemmas.

LEMMA 13. Let I .:s:: p < x and let § he a norm hounded suhset 0/ 1"1"
Then .lc)r all ;; > 0 there exists Yo > 0 such that if'l. .:s::Yo and/EF,

II II I - y il ;; ~ 'I .111 ;: - I:.

Prool We may assume II I II" >;: > O. For simplicity we assume p < 2
(the only case we need, anyway). Then if 'l. < ;: I",

IIIII-yll"~(llfll-y)"=UI" (I-y UI ')1'

~ IIII!I'(I-'l. j I):

= II I II" ( I - 2'l. II I 1 + ':/.: I II .. )

= II I III' - 2ex II I III' I +y: I I'

= IIIII"+h('l.J)

where h('l.J) ---> 0 uniformly for IE.F with II I III' ~;: as':/. ---> O. I

LEMMA 14. Let K:/"--->L,, he a hounded linear operator with IIKII.:s::
IJ' +- 1/" .lor some IJ > O. Then if A is any measurahle suhset of [0, I],
IK(edl .:s:: lJ[m(A)] 1/" on a suhset of A of measure at least (I -IJ) m(A).

Proof Let Ao=An{t:IK(etl(t)I>IJ[m(A)] Ifi}. Then IJI'CI~

Lo IK(etll" > IJPm(A) 'm(A o)· Thus m(Ao).:s:: /]m(A) or m(A Ao)~
(1-IJ)m(A). I

Our next lemma proves (9) and thus completes the proof of Theorem 4.

LEMMA 15. Let bn = (2n + 2) '6, where 6 is as in Lemma 6. Then there
exists IJ>O so that .lc)r nEN, if KE.Y((!,,,L,,) with IIKII.:s::1J 1 +'/,. then
IIS,,-KII ~(I +0")1/,,.

Proof
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Claim. There exist IJ > 0 such that if K is compact with II KII ~ IJ1 + 1;1'
and j? 2, then

11[.x i -l-K(n I/ped]frl '1 Illllp?n 1(2+6/2). (12)

Suppose the claim has been proved. Let K EO .i'·Up , Lp ) with II KII ~
r,l + II'. Let :::j = n I/pel + eJ" Then II Kej II ---> 0 as j --->X/.J and so if
B=[I-n 1,1],

II (S'1 - K) :::,11 fI = II T'1(e/) - f B - K(n 1/l'eJlIII' +:x,

(where :x,---> 0 as j ---> x)

= f l.xi-fH-K(n IIf!edll' +J I g,-K(n '/f!edll'+:x i ·
"H rO.1 ] .. H

Now by (II) and (12) this is (in the limit asj ---> co)

?n 1(2+6/2)+n '(n--I)=I+n I+ n 1(6/2).

Thus

IIS'1-KII/?[I+n I+ n 16/2][I+n l
] 1=1+6'1'

Proof of Claim. By Lemma 14, if II KII < IJ 1+ )11' then IK(n -1/l'e l )1 ~ IJ on
some subset of [1 - n I, I] of measure at least (I -IJ) n- I. Thus to prove
(12), it suffices to show that if IJ is taken sufficiently small and YEO LI' is such
that I y I~ IJ on a subset of [0, 1] of measure at least I -IJ and (xJ are the
random variables of lemma 8, then

(13 )

By Lemma 13 applied to !F = {I Xi - I IJT~ I and /; = 6/8, there exists
IJo > 0 so that if 0 ~ IJ ~ IJo then

III x j - II -IJ II I' ? II xj - I II I' - 6/8

?2+76/8.

Furthermore, the set of functions {II Xi - II -IJ IP:j EO N, 0 ~ IJ ~ IJo} is
uniformly integrable (in fact, uniformly bounded) and so there exists
IJI :(,IJo so that if Dr;;;. [0, I] with m(D)? I-IJI, and 0:(, IJ:(' IJI' then

II(Ixi-II-IJ)lnll p ? Illxj -II-IJIII'-6/8

? 2 + 315/4.

Let IJ=min{IJh2-I(b/4)1/1'}. We verify (13).
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Let yELp; D= [t: I y(tjl <liJ and suppose m(D)~ I ~II. Then

ilxJ~ I ~.vIIp~ r Ix/,-I-'rl /'
, rI 'I ] I .? '/1

~ r ! Ix/ ~ II ~ III I' In
'II" II 'I]

= r I IX / ~ I I ~ 111 /' In' r I i X 1 ~ I I ~ II II' In
, 'I " II 'II

3. A POSITIVI' RFSLLT

L. Weis [W] has shown that if I <p <y~ and T: 10
1
, -> I~/' is an integral

operator satisfying

if (x,,) is a uniformly bounded weakly

null sequence in 10
1
" then FY ,1 II -> 0

then T has a best compact approximant. [n this section we shall show that
if p > 2 the assumption that T is integral may be removed.

THEOREM 16. Let 2 < p < x and let T: 10/1 -> L
rl

he a hounded linear
operator. Then it" T satisfies (*), T has a hest compact approximant.

Remark 17. By Theorem 4 and Proposition 2, thc analogue of
Theorem 16 is false for I < p < 2.

The proof of Theorem 16 uses a criterion implicit in the work of Weis
[W]. We say a set, {f;, of bounded operators from X into Y is closed under
compact perturhations if T ~ K E (6 for all T E (6 and K E X( X, Y).

LEMMA 18. Let (6 he a set ot" hounded operators Fom X into Y n"!zich is
closed under compact perturhations and scalar multiplication. Suppose there
exists 0 < I' < I and c < 'x so that it" I: > 0 and T E(I, is such that II Til = I + I:
and d(T, .X'(X, Y)) = I, then there exists K E .X'(x' Y) with I! KII ~ n: and
II T-KII ~ I +fL Then every TE(6 has a hest compact approximant.

Proof Let T E (6. We may assume II TIl = I + I: with I: > 0 and
d(T, Jf'(X, Y))=l. Choose KIE.Jf so that IIKIII~u:I' where 1: 1 =1:, and
IIT-KI II=1+1:2 with 1:2~()1:1' Let TI=T-K I. Then d(T1,X")=1 and
so we may choose K 2 E.X' with II K2 11 ~ u: 2 ~ e/I: I and T I - K2 11 ~

1+ fe 2 ~ 1 + f21:]. Continue in this manner. [t follows that L:/ I K, is
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absolutely convergent (II K i II :( c'/ - 1p,) to a compact operator K with

II T ~ K II = I. I
We need two more elementary lemmas.

LEMMA 19. Let (h;) be the Haar basisfc)f L" (I <p< Xi). Let P" be the
basis projection from L" onto span(h;);'~ I' Then ill is the identity operator
on Lp • there exists c" < 2 such that for all n, 11/- P" II :( c".

Proof Since II P" II = I, 111- P" II :( 2. Also 11/- P" II = I in L 2 and thus
the result follows by interpolation. I

LEMMA 20. Let (y,,) be a weakly null sequence in L p (1 <p< w). Sup­
pose (I y" IP),:~ 1 is unijcmnly integrable and let (k n ) be a subsequence of N.
Then hoth (I Pk" y,,j!') and (I (! ~ PkJ y" n are unijc)rmly integrah/e and
H'eakly null.

Proof: It suffices to show (I Pk" y" II') is uniformly integrable. But this
follows since each Pk" is a conditional expectation projection (with respect
to a finite o--algebra of dyadic sets in [0, I]). Indeed, one can show that for
(»O, SUP{JI IPk"y"IP: m(A):(b}:(suP{JI Iy"I":m(A):(b}. I

Proolol Theorem 16. The class of operators on L" which satisfy (*) is
closed under compact perturbation and scalar multiplication. Thus, by
Lemma 18, it suffices to show that if T satisfies (*), II Til = 1 + p, and
cI( T, .X') = I, then there exists a compact operator K with II T - K II ::;: I + 1'1;

and II KII ::;:1;.

Let //=1:(1+/:) 1 so that I-l/,=(I+p,) I. We shall show that
K n = YfTP" works if n is sufficiently large and I' is any number larger than
f'I" where ('" = I +}'" is as in Lemma 19. Note II Kn II::;: c:.

Let T-K,,=S,,=(I-Yf) TP,,+ T(I~P,,). We must show IIS"II::;: 1 +}'I:
for 11 sufficiently large. To make the following argument clearer we have
ignored arbitrarily small errors. Choose w" E L" with II w" II = 1 and
II S,,( II',,) II = II S" II (one small error ignored). By passing to subsequences
several times (and ignoring the small errors) we may assume we have (k,,),
a subsequence of N, so that

wk" = x + x"' Pkl X = x, and (x,,) is weakly null. (14)

x" = y" + Z", where (I y" I") is uniformly integrable, (z,J is a dis­
jointly supported sequence relative to [0, I] and z" is disjointly
supported from x + y". (15)

(y,,) and (z,,) are block bases of (h,,) with Pkl y" = 0 for all 11. (16)

IISdn'kn)11 = IISdl· (17)

SknLv,;)=O for all n. (18)

Tx is disjointly supported from both TPknz" and T(I- P k,,) z". (19)
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All of these may be accomplished by standard subsequence arguments.
Result (14) is obtained by letting x be the weak limit of a subsequence of
(w n ) and ignoring (I-Pkt)x. Result (IS) follows from the "subsequence
splitting lemma" in L 1 applied to (I XII n. Result (18), or actually
II SdYn)11 -> 0 follows from Lemma 20, the definition of 5;k" and the fact
that (*) implies if (f~) is weakly null with (11:,1/') uniformly integrable.
then II TI, II -> O. (19) follows from the fact that (:n) may be assumed to be
equivalent to the unit vector basis of If' (if its not norm null) and since
p> 2 its image must have small support (see [KPJ). Thus

115 li P 1141:..,1171115 • • II" 115~IX) s· (. ~ '1/'
k" - k,,(X+Xn)1 - k"X+-//)r

(~III(I - /J) Tx + (I-Ill TP k ,:// + 1'(1 - PkJ:n II I'

I~)II (I - /7) Tx II I' +i\(l - 11) TP k,,:// + T(! -- Pk ,,) :,,111'

~ llxlll'+ 11(1-//) T://+/I T(I-Pk ,,):n I'

~ Ilxlll'+ [(1-11)11 T://II, +/711 T(!- Pk,,://IIY

Since d(T,.%)=I, for large n we have (essentially) IIT:"II~II:,,'.I and
II T(I - PkJ :n II ~ 111/ - PkJ:// II,. Thus, continuing, using Lemma 19.

115kJI'~ Ilxll l '+ [(1-11)11:,,11 +//(1 +~'I,)II:// y

~ II x II I' + II:" III' (1 + /r/I'JI'

(15)

~ (1 +111/,)" Ilx+v,,+://I,II'

= (I + /11'1' JI' ~ (I + ;:;'I,j!'· I

Remark 21. It follows from Theorem 16 and Proposition 2 that (11" L /' )
has the b.c.a.p. for 2 < P <XJ. By Proposition I, (L

I
" II') has the b.c.a.p. for

1 <p < cr;. By Theorem 4 and Proposition I, (L r" II') fails the b.c.a.p. for
2<p<x. It is not known whether (/2,L r,) or (L"./ 2l has the b.c.a.p.
for I <p< c/), p#2.

Also, it is not difficult to show the following spaces have the b.c.a.p. :
(/p,Lq)for2<p,q<x or l<q<2<p<x.
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